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Abstract. We prove that the spectrum of the almost Mathieu operator is
absolutely continuous if and only if the coupling is subcritical. This settles
Problem 6 of Barry Simon’s list of Schrödinger operator problems for the
twenty-first century.

1. Introduction

This work is concerned with the almost Mathieu operator H = Hλ,α,θ defined
on ℓ2(Z)

(1.1) (Hu)n = un+1 + un−1 + 2λ cos(2π[θ + nα])un

where λ 6= 0 is the coupling, α ∈ R \ Q is the frequency and θ ∈ R is the phase.
This is the most studied quasiperiodic Schrödinger operator, arising naturally as a
physical model (see [L3] for a recent historical account and for the physics back-
ground).

We are interested on the decomposition of the spectral measures in atomic (corre-
sponding to point spectrum), singular continuous and absolutely continuous parts.
Our main result is the following.

Main Theorem 1. The spectral measures of the almost Mathieu operator are
absolutely continuous if and only if |λ| < 1.

1.1. Background. Singularity of the spectral measures for |λ| ≥ 1 had been pre-
viously established (it follows from [LS], [L1], [AK]). Thus the Main Theorem
reduces to showing absolute continuity of the spectral measures for |λ| < 1, which
is Problem 6 of Barry Simon’s list [S2].

We recall the history of this problem following [J]. Aubry-André conjectured the
following dependence on λ of the nature of the spectral measures:

(1) (Supercritical regime) For |λ| > 1, spectral measures are pure point,
(2) (Subcritical regime) For |λ| < 1, spectral measures are absolutely continu-

ous.

A measure-theoretical version of this conjecture was proved by Jitomirskaya [J]: it
holds for almost every α and θ.

The description of the supercritical regime turns out to be wrong as stated.
More precisely, for generic α there can never be point spectrum [G], [AS], whatever
λ and θ are chosen, and for every α there is a generic set of θ for which there
is similarly no point spectrum [JS]. Thus the result of [J] is essentially the best
possible in the supercritical regime (one can still look for more optimal conditions
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on the parameters, which can be sometimes useful for other purposes, see [AJ1]
and [AJ2]).

There was some hope that the description of the subcritical regime was actually
correct as stated, since the work of Last [L2], Gesztesy-Simon [GS] (see also Last-
Simon [LS]) established that there are absolutely continuous components (of some
spectral measures) for every α and θ (belief in the conjecture was however not
unanimous, due to lack of any further evidence for generic α).

Two key advances happened recently. In [AJ2], the problem was settled for
almost every α and every θ, and soon later, in [AD] it was settled for every α (to be
precise, for every α that can not be dealt by [J], [AJ1]) and almost every θ. Those
two results are based on quite independent methods.

1.2. Outline. Our proof of the complete conjecture splits into two parts that do
not interact. The arithmetic properties of α, more precisely whether it is “well
approximated by rational numbers” or not, will decide which of the two methods
will be applied.

Let pn/qn be the continued fraction approximants to α and let

(1.2) β = β(α) = lim sup
n→∞

ln qn+1

qn
.

For our problem, the key distinction is whether β = 0 (the subexponential regime)
or β > 0 (the exponential regime).

1.2.1. The subexponential regime. In [E], Eliasson introduced a sophisticated KAM
scheme that allowed him to study the entire spectrum of one-dimensional quasiperi-
odic Schrödinger operators in the perturbative regime. Applied to the almost Math-
ieu operator, his results imply that, for frequencies satisfying the usual Diophantine
condition α ∈ DC, that is ln qn+1 = O(ln qn), and for |λ| sufficiently small (depend-
ing on α), the spectral measures of the almost Mathieu operator are absolutely
continuous.

In [AJ2], a non-perturbative method was introduced that, when applied to the al-
most Mathieu operator, gives sharp estimates through the whole subcritical regime
for α ∈ DC. Absolute continuity of the spectral measures was then concluded by
showing that, after an appropriate “change of coordinates”, the smallness require-
ments of the KAM scheme of Eliasson were satisfied.

In order to extend the conclusions of [AJ2] to the subexponential regime ln qn+1 =
o(qn), there are two main difficulties. The first is that some key estimates of [AJ2]
break down in this setting (essentially for not achieving exponential decay of Fourier
coefficients which is needed to address the entire β = 0 regime). The second is that
the “easy path” consisting of reducing to a KAM scheme is out of reach. Indeed,

the expected limit of the KAM method is the Brjuno condition
∑ ln qn+1

qn
<∞ on α,

but this is still stronger than ln qn+1 = o(qn). Thus a novel, more robust, approach
to absolute continuity of the spectral measures will need to be implemented.

We notice that the discussion in the subexponential regime yields significant
information which goes beyond the absolute continuity of the spectral measures
(see for instance Remark 3.2 for an example), and can also be applied to the more
general context considered in [AJ2] (see §3.2).

1.2.2. The exponential regime. In the exponential regime, our approach will be
to show that each exponentially close rational approximation pn/qn gives a lower
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bound on the mass of the absolutely continuous component of a spectral measure,
and that this lower bound converges to the total mass of the spectral measure.

In [AD], this approach was used to prove absolute continuity of the integrated
density of states, which is the average of the spectral measures over different θ
(absolute continuity of the spectral measures for almost every θ is obtained as a
consequence of this result, by applying [BJ] and [K]). The key point of [AD] was
to compare averages of the spectral measures (restricted to a large part of the

spectrum) over long sequences {θ + jqnα}bn−1
j=0 with the corresponding objects for

the periodic operator obtained by replacing α with pn/qn. In such approach, we
clearly lose control of individual phases, and one can not hope to recover a result
for every phase by an abstract scheme such as Kotani’s.

Here we will describe a key novel mechanism of “cancellation” among different
phases (which we hope will find wider applicability). We show that an abnormally
small (compared with the total mass) absolutely continuous component for any θ
implies the existence of an abnormally large absolutely continuous component for
some θ + jqnα. The latter possibility giving a contradiction, we conclude that all
spectral measures have approximately the correct size.

Remark 1.1. Let us mention that the description of the critical regime at this point
is quite accurate but not complete. One conjectures (it is explicit in [J]) that for
|λ| = 1, for every α and θ the spectral measures are singular continuous. This is
proved for every α in the exponential regime and every θ (Gordon’s Lemma, [G],
[AS]), almost every α and θ ([GJLS]), and it is currently known to hold for every
α and almost every θ ([AK]). See also [A] for a recent discussion including further
evidence for the conjecture.

Acknowledgments: I would like to thank Svetlana Jitomirskaya and David
Damanik for our joint work on [AJ2] and [AD], which form the basis on which this
work is built.

2. Preliminaries

2.1. Cocycles. Let α ∈ R, A ∈ C0(R/Z, SL(2,C)). We call (α,A) a (complex)
cocycle. The Lyapunov exponent is given by the formula

(2.1) L(α,A) = lim
n→∞

1

n

∫

ln ‖An(x)‖dx,

where An is defined by

(2.2) An(x) = A(x+ (n− 1)α) · · ·A(x).

It turns out (since irrational rotations are uniquely ergodic), that

(2.3) L(α,A) = lim
n→∞

sup
x∈R/Z

1

n
ln ‖An(x)‖

if α ∈ R \Q. We say that (α,A) is uniformly hyperbolic if there exists a continuous
splitting C2 = Es(x) ⊕ Eu(x), x ∈ R/Z such that for some C > 0, c > 0, and for
every n ≥ 0, ‖An(x) ·w‖ ≤ Ce−cn‖w‖, w ∈ Es(x) and ‖An(x)−1 ·w‖ ≤ Ce−cn‖w‖,
w ∈ Eu(x+nα). In this case, of course L(α,A) > 0. We say that (α,A) is bounded
if supn≥0 supx∈R/Z

‖An(x)‖ <∞.
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Given two cocycles (α,A(1)) and (α,A(2)), a (complex) conjugacy between them
is a continuous B : R/Z → SL(2,C) such that A(2)(x) = B(x + α)A(1)(x)B(x)−1

holds. The Lyapunov exponent is clearly invariant under conjugacies.
We assume now that (α,A) is a real cocycle, that is, A ∈ C0(R/Z, SL(2,R)).

The notion of real conjugacy (between real cocycles) is the same as before except
that we now ask for B ∈ C0(R/Z,PSL(2,R)). Equivalently, one looks for B ∈
C0(R/2Z, SL(2,R)) satisfying B(x + 1) = ±B(x). Real conjugacies still preserve
the Lyapunov exponent.

We say that (α,A) is reducible if it it (real) conjugate to a constant cocycle.
The fundamental group of SL(2,R) is isomorphic to Z. Let

(2.4) Rθ =

(

cos 2πθ − sin 2πθ
sin 2πθ cos 2πθ

)

.

Any A : R/Z → SL(2,R) is homotopic to x 7→ Rnx for some n ∈ Z called the degree
of A and denoted degA = n.

Assume now that A : R/Z → SL(2,R) is homotopic to the identity. Then there
exists ψ : R/Z × R/Z → R and u : R/Z × R/Z → R+ such that

(2.5) A(x) ·
(

cos 2πy
sin 2πy

)

= u(x, y)

(

cos 2π(y + ψ(x, y))
sin 2π(y + ψ(x, y))

)

.

The function ψ is called a lift of A. Let µ be any probability on R/Z × R/Z which
is invariant by the continuous map T : (x, y) 7→ (x+α, y+ψ(x, y)), projecting over
Lebesgue measure on the first coordinate (for instance, take µ as any accumulation

point of 1
n

∑n−1
k=0 T

k
∗ ν where ν is Lebesgue measure on R/Z × R/Z). Then the

number

(2.6) ρ(α,A) =

∫

ψdµ mod Z

does not depend on the choices of ψ and µ, and is called the fibered rotation number
of (α,A), see [JM] and [H].

The fibered rotation number is invariant under real conjugacies which are ho-
motopic to the identity. In general, if (α,A(1)) and (α,A(2)) are real conjugate,
B(x+α)A(2)(x)B(x)−1 = A(1)(x), and B : R/2Z → SL(2,R) has degree k (that is,
it is homotopic to x 7→ Rkx/2) then ρ(α,A(1)) = ρ(α,A(2)) + kα/2.

2.2. SL(2,R) action. Recall the usual action of SL(2,C) on C,

(

a b
c d

)

· z = az+b
cz+d .

In the following we restrict to matrices A ∈ SL(2,R). Such matrices preserve

H = {z ∈ C, ℑz > 0}. The Hilbert-Schmidt norm of A =

(

a b
c d

)

is ‖A‖HS =

(a2 + b2 + c2 + d2)1/2. Let φ(z) = 1+|z|2

2ℑz for z ∈ H. Then ‖A‖2
HS = 2φ(A · i).

One easily checks that ‖RθA‖HS = ‖ARθ‖HS = ‖A‖HS, so φ(Rθz) = φ(z).
We notice that φ(z) ≥ 1, φ(i) = 1 and | lnφ(z) − lnφ(w)| ≤ distH(z, w) where

distH is the hyperbolic metric on H, normalized so that distH(ai, i) = | ln a| for
a > 0.

2.3. Almost Mathieu operator. We consider now almost Mathieu operators
{Hλ,α,θ}θ∈R. The definition is the same as in the introduction, though we will
allow α to be a rational number p/q. The spectrum Σ = Σλ,α,θ does not depend
on θ for α ∈ R \ Q. We let Σλ,α be this θ-independent set for α ∈ R \ Q, and we
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let Σλ,p/q = ∪θΣλ,p/q,θ in the rational case. It is the set of E such that (α, Sλ,E) is
not uniformly hyperbolic, with Sλ,E given by

(2.7) Sλ,E(x) =

(

E − 2λ cos 2πx −1
1 0

)

,

The Lyapunov exponent is defined by Lλ,α(E) = L(α, Sλ,E).

Theorem 2.1 ([BJ], Corollary 2). For every α ∈ R \Q, λ ∈ R, E ∈ Σλ,α, we have
Lλ,α(E) = max{ln |λ|, 0}.

2.3.1. Classical Aubry duality. Let Ĥλ,α,θ = λHλ−1,α,θ. If α ∈ R \ Q then (see

[GJLS]) the spectrum of Ĥλ,α,θ is Σλ,α. This reflects an important symmetry in
the theory of the almost Mathieu operators, known as Aubry duality.

Classical Aubry duality expresses an algebraic relation between the families of
operators {Hλ,α,θ}θ∈R and {Ĥλ,α,θ}θ∈R which corresponds eigenvectors with Bloch
waves. In our notation, it is just the computational fact that if u : R/Z → C is an

ℓ2 function whose Fourier series satisfies Ĥλ,α,θû = Eû, then U(x) =

(

e2πiθu(x)
u(x− α)

)

satisfies Sλ,E(x) · U(x) = e2πiθU(x+ α).

2.3.2. The spectral measure. Fixing a phase θ and f ∈ l2(Z), we let µf = µfλ,α,θ be
the spectral measure of H = Hλ,α,θ corresponding to f . It is defined so that

(2.8) 〈(H − E)−1f, f〉 =

∫

R

1

E′ − E
dµf (E′)

holds for E in the resolvent set C \ Σ.
We set µ = µe−1 + µe0 (where {en}n∈Z is the canonical basis of l2(Z)). It is

well known that {e−1, e0} form a generating basis of l2(Z) [CL], that is, there is no
proper subset of l2(Z) which is invariant by H and contains {e−1, e0}. In particular
the support of µ is Σ and if µ is absolutely continuous then all µf , f ∈ l2, are
absolutely continuous. From now on, we restrict our consideration to µ which we
will call just the spectral measure.

2.4. The m-functions. The spectral measure µ = µλ,α,θ can be studied through
its Borel transform M = Mλ,α,θ,

(2.9) M(z) =

∫

1

E′ − z
dµ(E′).

It maps the upper-half plane H into itself.
For z ∈ H, there are non-zero solutions u± of Hu± = zu± which are ℓ2 at ±∞,

defined up to normalization. Let

(2.10) m± = ∓ u±0
u±−1

.

Then m+ and m− map H holomorphically into itself. Moreover, as discussed in
[JL2],

(2.11) M =
m+m− − 1

m+ +m−
.

The connection with the cocycle acting on C arises since

(2.12) Sλ,z(θ) · ∓m±(θ) = ∓m±(θ + α).
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Since the holomorphic function m± maps the upper-half plane into itself, the non-
tangential limits limǫ→0m

±(E + iǫ) exist for almost every E ∈ R, and define a
measurable function of R which we still denote m±(E).

Theorem 2.2. For every θ, for almost every E such that Lλ,α(E) = 0, we have

m+
λ,α,θ(E) = −m−

λ,α,θ(E).

Proof. It is a key result of Kotani Theory [S1] that the conclusion holds for almost
every θ. The point here is to extend this to every θ. Fix some arbitrary θ, and let
θn → θ be some sequence such that the conclusion holds for θn. Let K = {E ∈
R, Lλ,α(E) = 0}.

Let T : H → D be the conformal map taking (−1, 0, 1) to (−1,−i, 1), t±n (z) =
T (m±(θn, T

−1(z))) and t±(z) = T (m±(θ, T−1(z))). Notice that t±n → t± uniformly
on compacts of D. Let η±n = t±n dx and η± = t±dx, where dx is normalized Lebesgue
measure on ∂D. By the Poisson formula, η±n → η± weakly. Since |t±n | ≤ 1 and

|t±| ≤ 1, we conclude that η±n |K → η±|K. By the hypothesis on θn, t
+
n = t−n almost

everywhere in K. Thus η+
n |K = η−n |K and passing to the limit, η+|K = η−|K. We

conclude that t+ = −t− almost everywhere in K, which implies the result. �

Corollary 2.3. Let 0 < λ < 1, α ∈ R \ Q. Then for every θ ∈ R/Z there exists a
measurable function mλ,α,θ : Σλ,α → H such that Sλ,E(θ)·mλ,α,θ(E) = mλ,α,θ+α(E)
and

(2.13)
d

dE
µλ,α,θ(E) =

1

π
φ(mλ,α,θ(E)).

Proof. Let us show that m = m+|Σ has all the properties. Equivariance is obvious.
We need to show that m+ ∈ H for almost every E ∈ Σ, and that d

dEµ = 1
πφ(m+).

First notice that m+ = −m− for almost every E ∈ Σ, by Theorems 2.1 and 2.2.
To show that m+ ∈ H for almost every E ∈ Σ, it is enough to show that the set

of E such that m+ = −m− ∈ R∪{∞} has zero Lebesgue measure. Otherwise there
would be a positive Lebesgue measure set of E ∈ R such that the non-tangential
limit of m+ is ∞ or such that the non-tangential limit of m+ + m− is 0, both
cases giving a contradiction (using that if the non-tangential limit of either m+ or
m+ +m− is constant in a set of positive Lebesgue measure then m+ or m+ +m−

is constant everywhere).

If E is such that m+ = −m− ∈ H we have

(2.14)
d

dE
µλ,α,θ(E) =

1

π
lim
ǫ→0

ℑMλ,α,θ(E + iǫ) =
1

π
φ(m+

λ,α,θ(E)).1

�

2.5. Integrated density of states. The integrated density of states is the func-
tion N = Nλ,α : R → [0, 1] such that

(2.15) N(E) =

∫

R/Z

µθ(−∞, E]dθ,

1This implies that d
dE

µ ≥ 1

π
. Notice that even if the relation m+ = −m− ∈ H (almost

everywhere with L = 0) was only known for a dense subset of θ, the estimate d
dE

µ ≥ 1

π
(almost

everywhere with L = 0) could then be concluded for every θ. Let us point out that we have not
used the θ-independence of absolutely continuous spectrum obtained in [LS].
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which is a continuous non-decreasing surjective function. The Thouless formula
relates the Lyapunov exponent to the integrated density of states

(2.16) L(E) =

∫

R

ln |E′ − E|dN(E′).

There is also a relation to the fibered rotation number

(2.17) N(E) = 1 − 2ρ(α, Sλ,E)

where ρ(α, Sλ,E) ∈ [0, 1/2].

2.6. Periodic case. Let α = p/q, and let A = Sλ,E . The spectrum Σλ,p/q,θ is
the set of all E such that |trAq(θ)| ≤ 2, where A = Sλ,E . The set of E such that
|trAq(θ)| < 2 the union of q intervals, and the closure of each interval is called a
band. We order the bands from left to right. Inside a band, trAq(θ) is a monotonic
function onto [−2, 2].

We define Nλ,p/q,θ = 1
q

∑q−1
i=0 µλ,p/q,θ+iα(−∞, E]. Inside the i-th band, we have

the formulas

(2.18) qNλ,p/q,θ(E) = k − 1 + (−1)q+k−12ρ(θ, E) +
1 − (−1)q+k−1

2

where 0 < ρ(θ, E) < 1/2 is such that trAq(θ) = 2 cos 2πρ(θ, E).
In the interior of a band, µλ,p/q,θ has a smooth density. Since |trAq(θ)| < 2,

there is a well defined fixed point mλ,α,θ(E) of Aq(θ) in H. Then

(2.19)
d

dE
µλ,p/q,θ(E) =

1

π
φ(m(θ)).

2.7. Bounded eigenfunctions and absolutely continuous spectrum.

Theorem 2.4. Let B be the set of E ∈ R such that the cocycle (α, Sλ,E) is bounded.
Then µλ,α,θ|B is absolutely continuous for all θ ∈ R.

This well known result follows from [GP]. We will actually need an explicit
estimate, contained in [JL1], [JL2] (we give a proof since we found no reference for
the exact statement we need).

Lemma 2.5. We have µ(E − iǫ, E + iǫ) ≤ Cǫ sup0≤s≤Cǫ−1 ‖As‖2
0, where C > 0 is

a universal constant.

Proof. We have ℑM = ℑm+ℑm−

|m++m−|2

(

1+|m+|2

ℑm+ + 1+|m−|2

ℑm−

)

. Since ℑm+,ℑm− > 0,

ℑm+ℑm−

|m++m−|2 ≤ 1
2 and

(2.20) ℑM ≤ 1

2

(

1 + |m+|2
ℑm+

+
1 + |m−|2
ℑm−

)

.

Clearly ℑM(E + iǫ) ≥ 1
2ǫµ(E − ǫ, E + ǫ). so

(2.21)
1

2ǫ
µ(E − ǫ, E + ǫ) ≤ max

1 + |m±(E + iǫ)|2
ℑm±(E + iǫ)

.

We want thus to estimate

(2.22)
1 + |m(E + iǫ)|2
ℑm(E + iǫ)

≤ C sup
0≤s≤Cǫ−1

‖As‖2
0

for m = m+, m = m−. By symmetry, we will only consider the case m = m+.
Let mβ = R−β ·m. Those are so-called m-functions for the corresponding half-line
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problem with appropriate boundary conditions, see [JL2], §2. Assume now that
ǫ−1 is an integer (the general statement reduces to this case). By Proposition 3.9 of
[LS] (a consequence of Theorem 1.1 of [JL1]), such m-functions satisfy the bound

(2.23) ℑmβ(E + iǫ) ≤ (5 +
√

24)

1+ǫ−1
∑

s=0

‖As‖2
0.

We notice that the quantity 1+|z|2

ℑz = 2φ(z) is invariant under Rβ . By choosing β
appropriately so to maximize ℑmβ , mβ becomes purely imaginary with ℑmβ ≥ 1,

and 1+|m|2

ℑm ≤ 2ℑmβ . Then (2.22) follows from (2.23). �

2.8. Corona estimates. Given a non-zero vector U ∈ C2, it is easy to find a
matrix with first column U that belongs to SL(2,C). We just have to solve an
equation of the type ad− bc = 1, and it is trivial to get estimates on the size of the
solutions. If U depends holomorphically of a parameter, to obtain a holomorphic
solution of the same problem with good estimates is much more challenging, and
it is related to the famous Corona Theorem of Carleson [C].

The Corona Theorem states that if d ≥ 1 and ai : D → C, 1 ≤ i ≤ d are bounded
holomorphic functions such that maxi |ai| ≥ ǫ pointwise then there exist bounded
holomorphic functions bi : D → C, 1 ≤ i ≤ d such that

∑

aibi = 1.
After the work of Wolff, good estimates on the solutions bi were obtained. For

instance, Uchiyama [U] (see Trent [T] for a published generalization) showed that
if δ ≤ (

∑ |ai|2)1/2 ≤ 1 pointwise then the bi can be chosen such that (
∑ |bi|2)1/2 ≤

Cδ−2(1− ln δ), with C independent of d. (Let us point out that [C] gives an upper
bound of the form Cdδ

−Cd with Cd depending on d, that would be enough for our
purposes.)

If instead of functions of the disk one consider functions of an annulus {x ∈
C/Z, |ℑz| < a}, the conclusion of the Corona Theorem (with the Uchiyama esti-
mates) is still valid, and is a consequence of the disk version (because the annulus
is uniformized by the disk and has amenable fundamental group).

The following is an equivalent convenient formulation of the case d = 2 of
Uchiyama’s Theorem for the annulus.

Theorem 2.6. Let U : R/Z → C2 be an analytic function. Assume that δ1 ≤
‖U(x)‖ ≤ δ−1

2 for |ℑx| < a. Then there exists B : R/Z → SL(2,C) with first
column U and such that ‖B‖a ≤ Cδ−2

1 δ−1
2 (1 − ln δ1δ2).

3. The subexponential regime

We will follow the basic scheme of [AJ2], based on quantitative duality. In this
approach, almost localization estimates for the dual operator yield information on
the Fourier series of a “conjugacy” to constant. The almost localization estimate
gives exponential decay away from “resonant” sites, but this does not ensure con-
vergence for all energies (for generic energies, it is actually divergent). Still, the
estimates yield a good control of the dynamics.

Some of the estimates in [AJ2] lose exponential control of the decay of Fourier
coefficients, and hence are too weak to deal with the small denominators arising
in the regime β = 0 (the fight between the decay of Fourier coefficients and the
small denominators happens when we need to solve the cohomological equation
with small error). This is overcome by the systematic use of estimates in a definite
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strip for the truncated “conjugacies”. We then need to relate the control of the
dynamics with absolutely continuous spectrum (as described in the introduction,
[AJ2] invokes the KAM approach at this point, which we can not do). We have
good estimates on cocycle growth in terms of the resonant character of the dual
phase, and bounds on cocycle growth yield upper bounds on the spectral measures.
We still need estimates connecting the “parametrization by dual phase” with the
“parametrization by energy”2, which is done through a third parametrization, by
fibered rotation number.

Another interpretation of the proof is that we give some Hölder control (in certain
scales, we do not actually show full Hölder continuity here) on the spectral measures,
while showing that the support of the singular part has Hausdorff dimension zero
(with good coverings at the right scales to match the other estimate).

3.1. Strong localization estimates. Let α ∈ R, θ ∈ R, ǫ0 > 0. We say that k is
an ǫ0-resonance if ‖2θ−kα‖R/Z ≤ e−|k|ǫ0 and ‖2θ−kα‖R/Z = min|j|≤|k| ‖2θ−jα‖R/Z.

Remark 3.1. In particular, there exists always at least one resonance, 0. If β = 0,
‖2θ− kα‖R/Z ≤ e−|k|ǫ0 implies ‖2θ− kα‖R/Z = min|j|≤|k| ‖2θ− jα‖R/Z for k large.

We order the ǫ0-resonances |n1| ≤ |n2| ≤ .... We say that θ is ǫ0-resonant if the
set of resonances is infinite.

Definition 3.1. We say that {Ĥλ,α,θ}θ∈R (see §2.3.1) satisfies a strong localization
estimate if there exists C0 > 0, ǫ0 > 0, ǫ1 > 0 such that for every eigenfunction
Ĥû = Eû satisfying û0 = 1 and |ûk| ≤ 1+|k|, and for every C0|nj | < k < C−1

0 |nj+1|
we have |ûk| ≤ C0e

−ǫ1|k|.

Theorem 3.1 ([AJ2], Theorem 5.1). If β = 0 and 0 < λ < 1 then {Ĥλ,α,θ}θ∈R

satisfies a strong localization estimate.

3.2. A generalization. This section can be ignored if one is only interested in the
proof of the Main Theorem.

Let v : R/Z → R be analytic and let H = Hv,α,θ : ℓ2(Z) → ℓ2(Z) be the
quasiperiodic Schrödinger operator given by (Hu)n = un+1 +un−1 +λv(θ+nα)un.
The almost Mathieu operator corresponds to the special case v(θ) = 2λ cos 2πθ for
some λ 6= 0.

As for the almost Mathieu case, the spectral properties of {Hv,α,θ}θ∈R are in-
timately connected with the Schrödinger cocycles {(α, Sv,E}E∈R, where Sv,E(x) =
(

E − v(x) −1
1 0

)

, and several key notions have identical development, including

spectral measures §2.3.2, m-functions §2.4 (except for Corollary 2.3 which needs
to be reformulated), integrated density of states §2.5 and bounded eigenfunctions
§2.7.

Most importantly, classical Aubry duality (§2.3.1) can be extended to this set-

ting: the operators Ĥv,α,θ given by (Ĥû)n =
∑

v̂kûn−k+2 cos(2π(θ+nα))ûn, where

2Each energy usually (almost everywhere) corresponds to finitely many dual phases, but we
have not been able to rule out (and it is not even heuristically clear that this should be the case,

see footnote 11 of [AJ2]) that for some exceptional set of energies there could be uncountably many
ones. This is closely related to the coexistence of both point and singular continuous spectrum
for the dual model. Happily for us, the exceptional set is very small (with Hausdorff dimension
zero).
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v(x) =
∑

v̂ke
2πikx have the property that if u : R/Z → C is an ℓ2 function such that

Ĥv,α,θû = Eû, then Sv,E(x) · U(x) = e2πiθU(x+ α), where U(x) =

(

e2πiθu(x)
u(x− α)

)

.

Let us say that v is small if the family {Ĥv,α,θ}θ∈R is almost localized (the
definition of almost localization being the same as in the almost Mathieu case).
In particular, v(x) = 2λ cos 2πx is small if 0 < λ < 1. In general, this notation
is justified by Theorem 5.1 of [AJ2] which shows that if 0 < λ < λ0(v) then

{Ĥλv,α,θ}θ∈R is almost localized in the whole subexponential regime.
We will actually prove the following more general result in the subexponential

regime.

Theorem 3.2. If v is small and β = 0 then the spectral measures of Hv,α,θ are
absolutely continous.

All the discussion below applies essentially unchanged to operators Hv,α,θ with
small v and β = 0. Besides replacing mentions of λ by v and of the bound 0 < λ < 1
by the condition that v is small, all the few places where modifications are necessary
will be explicitly pointed out in a footnote.

3.3. Localization and reducibility. Until the end of this section we fix 0 < λ <
1, α ∈ R \ Q with β = 0. For an energy E ∈ Σ, it is shown in Theorem 3.3 of

[AJ2] that there exists some θ ∈ R and û = (ûi)i∈Z such that Ĥû = Eû, û0 = 1,
|ûi| ≤ 1. Until the end of this section, whenever E ∈ Σ is fixed, we will choose
some arbitrary θ and û with those properties, and we will denote A = Sλ,E .

By the strong localization estimate, if θ is non-resonant then û is localized, that
is, it is the Fourier series of an analytic function. Classical Aubry duality (§2.3.1)
yields a connection between localization and reducibility (see for instance Theorem
2.5 of [AJ2]3):

Theorem 3.3. If θ is non-resonant then (α,A) is reducible.

3.4. Bounds on growth. The starting information on the cocycle growth is given
by Theorem 2.1, that L(α,A) = 0.4 In our context this means that for any δ > 0
there exists cδ > 0, Cδ > 0 such that

(3.1) sup
|ℑx|<cδ

‖Ak(x)‖ ≤ Cδe
−δk.

The constants cδ and Cδ do not depend on E, only on λ and α.5 All further
constants may depend on α and λ (respectively v). In the following C is big and c
is small.

For a bounded analytic function f defined on a strip {|ℑz| < ǫ} we let ‖f‖ǫ =
sup|ℑz|<ǫ |f(z)|. If f is a bounded continuous function on R, we let ‖f‖0 =

supx∈R
|f(x)|.

Our goal in this section is to prove:

3Their argument only needs the arithmetical properties of α to solve the cohomological equation

φ(x + α) − φ(x) = b(x) −
R 1

0
b(x)dx with b analytic, and this can be always done when β = 0.

4For the generalization, one applies Theorem 6.2 of [AJ2] whose proof is unchanged in the
β = 0 regime.

5In the case of the almost Mathieu operator it is possible to show that we can take cδ =
− 1

2π
lnλ. For the generalization, it is possible to show that it is enough to choose cδ such that v

holomorphic in a neighborhood of {|ℑx| ≤ cδ} and cδ ≤ 1

2π
ǫ1 where ǫ1 is the one in the strong

localization estimate.
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Theorem 3.4. We have ‖An‖c ≤ CnC .

Given Fourier coefficients ŵ = (ŵk)k∈Z and an interval I ⊂ Z, we let wI =
∑

k∈I ŵke
2πikx. The length of the interval I = [a, b] is |I| = b− a.

We will say that a trigonometrical polynomial p : R/Z → C has essential degree
at most k if its Fourier coefficients outside an interval I of length k are vanishing.

Let pn/qn be the approximants of α. We recall the basic properties:

(3.2) ‖qnα‖R/Z = inf
1≤k≤qn+1−1

‖kα‖R/Z,

(3.3) 1 ≥ qn+1‖qnα‖R/Z ≥ 1/2.

The condition β = 0 implies

(3.4) qn+1 ≤ eo(qn).

Theorem 3.5 ([AJ2], Theorem 6.1). Let 1 ≤ r ≤ [qn+1/qn]. If p has essential
degree k = rqn − 1 and x0 ∈ R/Z then

(3.5) ‖p‖0 ≤ CqCrn+1 sup
0≤j≤k

|p(x0 + jα)|.

In particular, under the condition β = 0

(3.6) ‖p‖0 ≤ Ceo(k) sup
0≤j≤k

|p(x+ jα)|.

Lemma 3.6. We have o(|nj+1|) ≥ ln ‖2θ − njα‖R/Z ≥ c|nj|.
Proof. This follows immediately from β = 0. �

Choose C|nj | < n < C−1|nj+1| of the form n = rqk − 1 < qk+1, let I =

[−[n/2], n− [n/2]] and define u(x) = uI(x). Let U(x) =

(

e2πiθu(x)
u(x− α)

)

. Then

(3.7) A(x) · U(x) − e2πiθU(x+ α) = e4πiθ
(

h(x)
0

)

,

where

(3.8) ĥk = χI(k)2 cos 2π(θ + kα)ûk +
∑

j∈{−1,1}

χI(k − j)ûk−j ,
6

where χI is the characteristic function of I. Since Ĥû = Eû, we also have

(3.9) −ĥk = χZ\I(k)2 cos 2π(θ + kα)ûk +
∑

j∈{−1,1}

χZ\I(k − j)ûk−j .
7

The estimates |ûk| < Ce−c|k| for C−1n < |k| < Cn, |ûk| ≤ 1 for all k then imply

that |ĥk| ≤ Ce−cne−ck, that is ‖h‖c ≤ Ce−cn.
In the following, δ and δ0 will be suitably small constants (much smaller than

the c that appeared so far).

Theorem 3.7. We have inf |ℑx|<δ0 ‖U(x)‖ ≥ ce−δn.

Proof. Otherwise, by (3.1), |u(x+ jα)| ≤ ce−δn/2 for some x with ℑx = t, |t| < δ0
and 0 ≤ j ≤ n. Then ‖ut‖0 ≤ ce−δn/5 by Theorem 3.5, where ut(x) = u(x + ti).
This contradicts

∫

ut(x)dx = 1. �

6For the generalization one has ĥk = χI(k)2 cos 2π(θ + kα)ûk +
P

χI(k − j)v̂j ûk−j .
7For the generalization one has −ĥk = χZ\I(k)2 cos 2π(θ + kα)ûk +

P

χZ\I(k − j)v̂j ûk−j .
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Let B(x) ∈ SL(2,C) be the matrix whose first column U(x) given by Theorem
2.6. Then

(3.10) B(x+ α)−1A(x)B(x) =

(

e2πiθ 0
0 e−2πiθ

)

+

(

β1(x) b(x)
β3(x) β4(x)

)

.

where ‖b(x)‖δ0 ≤ Ce3δn, and ‖β1(x)‖δ0 , ‖β3(x)‖δ0 , ‖β4(x)‖δ0 ≤ Ce−cn. Taking
Φ(x) the product of B(x)−1 and a constant diagonal matrix, Φ(x) = DB(x)−1,

where D =

(

d 0
0 d−1

)

, with d2 = max{‖β3‖1/2
δ0
, e−cn}, we get

(3.11) Φ(x+ α)A(x)Φ(x)−1 =

(

e2πiθ 0
0 e−2πiθ

)

+Q(x),

where sup|ℑx|<δ0 ‖Q(x)‖ ≤ Ce−cn and sup|ℑx|<δ0 ‖Φ(x)‖ ≤ Cecn. Thus

(3.12) sup
0≤s≤cecn

‖As‖δ0 ≤ Cecn.

Proof of Theorem 3.4. Let m ≥ C. By Lemma 3.6 we can choose C lnm ≤ n ≤
C lnm so that C|nj | < n < C−1|nj+1| and n = rqk − 1 < qk+1 for some j and k.
By (3.12), ‖Am‖c ≤ CmC . �

3.5. Triangularization in a definite strip.

Theorem 3.8. Fix some n = |nj | and let N = |nj+1| if defined, otherwise let

N = ∞. Then there exists B : R/Z → SL(2,C) analytic with ‖B‖c ≤ eo(n) such
that

(3.13) B(x+ α)A(x)B(x)−1 =

(

e2πiθ 0
0 e−2πiθ

)

+

(

β1(x) b(x)
β3(x) β4(x)

)

,

with ‖β1‖c, ‖β3‖c, ‖β4‖c ≤ e−cN and ‖b‖c ≤ e−cn. In particular

(3.14) ‖As‖c ≤ Ceo(n), 0 ≤ s ≤ ecn.

Proof. Let u(x) = uI(x) for I = [−cN, cN ]. Let rqk > Cnj be minimal with
rqk − 1 < qk+1 and let J = [−[rqk/2], rqk − 1 − [rqk/2]]. Define U(x) as before,
and define also UJ(x). Then our previous estimate Theorem 3.7 can be improved
to inf |ℑx|<c ‖UJ(x)‖ ≥ e−o(n). The estimate is better since we can use Theorem

3.4 instead of the weaker estimate (3.1). Since ‖U − UJ‖c ≤ e−cn, we get

(3.15) inf
|ℑx|<c

‖U(x)‖ ≥ e−o(n).

Moreover, we have A(x)·U(x) = e2πiθU(x+α)+

(

h(x)
0

)

with ‖h‖c ≤ e−cN . Taking

B̃ given by Theorem 2.6, we get

(3.16) B̃(x+ α)A(x)B̃(x)−1 =

(

e2πiθ 0
0 e−2πiθ

)

+

(

β̃1(x) b̃(x)

β̃3(x) β̃4(x)

)

,

with ‖β̃1‖c, ‖β̃3‖c, ‖β̃4‖c ≤ e−cN and ‖b̃‖c ≤ eo(n). If n ≤ C we are done, otherwise

let b(1)(x) be obtained by truncating the Fourier series of b̃, so that it has the
Fourier coefficients with |k| ≤ n− 1. We solve exactly

(3.17) W (x+ α)

(

e2πiθ b(1)(x)
0 e−2πiθ

)

W (x)−1 =

(

e2πiθ 0
0 e−2πiθ

)
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with W (x) =

(

1 −w(x)
0 1

)

, that is b(1)(x)− e−2πiθw(x+α) + e2πiθw(x) = 0, or in

terms of Fourier coefficients, ŵk = −b̂k e−2πiθ

1−e−2πi(2θ−kα) . So we get ‖W‖c ≤ eo(n). Let

B(x) = W (x)B̃(x). Noticing that ‖b̃ − b(1)‖c ≤ e−cn, we obtain the estimates on
the coefficients of B(x+α)A(x)B(x)−1 . The second statement follows immediately
from the first. �

3.6. Lower bounds on the integrated density of states.

Theorem 3.9. Let n = |nj | and let N = |nj+1| if defined, otherwise let N = ∞.

Let Ce−cN ≤ ǫ ≤ e−o(n). Then there exists W : R/Z → SL(2,C) analytic with
‖W‖cn−C ≤ Cǫ−1/4 such that Q(x) = W (x+ α)A(x)W−1 satisfies

(3.18) ‖Q‖0 ≤ 1 + Cǫ1/2

Proof. Let B be given by Theorem 3.8. Let D =

(

d 0
0 d−1

)

where d = ‖B‖cǫ1/4.

Let W (x) = DB(x). If ǫ ≤ e−o(n) we have ‖W‖0 ≤ Cǫ−1/4. Moreover

(3.19) W (x+ α)A(x)W (x)−1 =

(

e2πiθ 0
0 e−2πiθ

)

+

(

q1(x) q2(x)
q3(x) q4(x)

)

,

with ‖q1‖0, ‖q3‖0, ‖q4‖0 ≤ Cǫ−1/2e−cN and ‖q2‖0 ≤ Cǫ1/2. If ǫ ≥ Ce−cN then
‖Q‖0 ≤ 1 + Cǫ1/2. �

Corollary 3.10. The integrated density of states is 1/2-Hölder for every δ.

Proof. By (2.16), L(E + iǫ) ≥ c(N(E + ǫ) − N(E − ǫ)) for every ǫ > 0. So it is
enough to show that for 0 < ǫ < c, L(E + iǫ) < Cǫ1/2. The condition 0 < ǫ < c
implies that ǫ belongs to the range specified by Theorem 3.9 for some n = |nj|. Let

W and Q be given by Theorem 3.9. Then L(E + iǫ) = L(α, Ã) ≤ ln ‖Ã‖0 where

Ã(x) = Q(x)+W (x+α)

(

iǫ 0
0 0

)

W (x)−1. Clearly ln ‖Ã‖0 ≤ ‖Q‖0− 1+ ‖W‖2
0ǫ ≤

Cǫ1/2, so the result follows. �

Lemma 3.11. If E ∈ Σ then for 0 < ǫ < 1, N(E + ǫ) −N(E − ǫ) ≥ cǫ3/2.

Proof. Let δ = cǫ3/2. Since L(E) = 0, by Thouless formula we have

(3.20) L(E + iδ) =

∫

1

2
ln 1 +

δ2

|E − E′|2 dN(E′).

We split the integral in I1 =
∫

|E−E′|>1
, I2 =

∫

ǫ<|E−E′|<1
, I3 =

∫

ǫ4<|E−E′|<ǫ
and

I4 =
∫

|E−E′|<ǫ4
. We clearly have I1 ≤ c2ǫ3. By Corollary 3.10, it easily follows that

I4 =
∑

k≥4

∫

ǫk>|E−E′|>ǫk+1 1 + δ2

|E−E′|2 dN(E′) ≤ C
∑

k≥4 ǫ
k(1/2) ln 1 + c2ǫ1−2k ≤

Cǫ7/4.
Using Corollary 3.10, we can also estimate, with m = [− ln ǫ],

I2 ≤
m

∑

k=0

∫ e−k

e−k−1

1 +
δ2

|E − E′|2 dN(E′)(3.21)

≤ C
m

∑

k=0

c2ǫ3e2k+2e−k/2 ≤ Cc2e−3me(3/2)m ≤ Cc2δ.
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It follows that I3 ≥ L(E + iδ) − cδ. It is well known that L(E + iδ) ≥ δ/10 for
0 < δ < 1 (see Theorem 1.7 of [DS]). Thus I3 ≥ δ/20. Since I2 ≤ C(N(E + ǫ) −
N(E − ǫ)) ln ǫ−1, the result follows. �

3.7. Real conjugacies. Again, fix n = |nj |, N = |nj+1| and let u(x) = uI(x),

I = [−cN, cN ]. Let U(x) be defined as before, and let Ũ(x) = eπinjxU(x). Let

θ̃ = θ − njα/2. Let B(x) be the matrix with columns Ũ(x) and Ũ(x). Let L−1 =
‖2θ− njα‖R/Z. Notice that

(3.22) A(x) · Ũ(x) = e2πiθ̃Ũ(x+ α) +

(

h(x)
0

)

with ‖h(x)‖c ≤ e−cN . Notice that in the considerations below, we must pass to a
double cover where the dynamics is like x 7→ x + α/2, but the condition β = 0 is
independent of working with α or α/2.

Theorem 3.12. We have

(3.23) inf
x∈R/Z

| detB(x)| ≥ cL−C .

Proof. Recall the estimate

(3.24) inf
x∈R/Z

‖U(x)‖ ≥ e−o(n).

Minimize over λ ∈ C, x ∈ R/2Z the quantity ‖Ũ(x)− λŨ(x)‖. This gives some λ0,
x0. If the result does not hold then

(3.25) ‖e−2πijθ̃Ũ(x0 + jα) − e2πijθ̃λ0Ũ(x0 + jα)‖ ≤ cL−C , 0 ≤ j ≤ CLC .

This implies that ‖Ũ(x0 + jα)−λ0Ũ(x0+jα)‖ ≤ cL−c for 0 ≤ j ≤ cL1−c, and as be-

fore (first truncating the Fourier series at scale C lnL) supx∈R/Z
‖Ũ(x)−λ0Ũ(x)‖ ≤

cL−c. But taking j = [L/4] in (3.25), we get ‖iŨ(x) + iλ0Ũ(x)‖ ≤ cL−c, so that

‖Ũ(x)‖ ≤ cL−c. This contradicts ‖Ũ(x)‖ = ‖U(x)‖ ≥ ce−o(n). �

Take now S = ℜŨ , T = ℑŨ , and let W̃ be the matrix with columns S and ±T ,
so to have det W̃ > 0. Then

(3.26) A(x) · W̃ (x) = W̃ (x+ α) · R∓θ̃ +O(e−cN ), x ∈ R/Z.

Let W (x) = | detB(x)/2|−1/2W̃ (x) so to have detW = 1. Then

(3.27) A(x) ·W (x) =
| detB(x + α)|1/2
| detB(x)|1/2 W (x+ α) · R∓θ̃ +O(e−cN ), x ∈ R/Z.

Since detW (x) = 1, this gives

(3.28) A(x) ·W (x) = W (x+ α) · R∓θ̃ +O(e−cN ), x ∈ R/Z.

Assume first that nj is even so that W (x + 1) = W (x) and everything is de-

fined in R/Z. Letting Φ(x) = W (x + α)−1A(x)W (x), we get ‖ρ(α,Φ) ± θ̃‖R/Z ≤
Ce−cN . Assume now that nj is odd, so that W (x + 1) = −W (x). Letting
Φ(x) = R(x+α)/2W (x+ α)−1A(x)W (x)R−x/2, we get Φ defined in R/Z with

(3.29) Φ(x) = Rα
2 ∓θ̃ +O(e−cN ), |ℑx| < cL−C .

Then ‖ρ(α,Φ) − α
2 ± θ̃‖R/Z ≤ Ce−cN .
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In either case, for some k with ||k| − n| ≤ 1

(3.30) |‖2θ − njα‖R/Z − ‖2ρ(α,Φ) − kα‖R/Z| ≤ ‖2θ − njα‖R/Z/10.

To estimate the topological degree of W , it is enough to estimate the degree of
M(x)

‖M(x)‖ for M = S or for M = T . Notice that ‖
∫

e−πinjx(S(x)+iT (x))dx‖ ≥ 1, and

select M = S or M = T so that
∫

‖M(x)‖ ≥ 1/2. We have of course A(x) ·M(x) =
M(x+ α) +O(e−cn), |ℑx| < c, which allows us to estimate

(3.31) inf
x∈R/Z

‖M(x)‖ ≥ ce−o(n).

as before. Truncating the Fourier series of M keeping the |k| < Cn the resulting

M̃(x) is such that ‖M̃(x) −M(x)‖ ≤ ‖M(x)‖/2, so we just have to estimate the

degree of M̃(x)

‖M̃(x)‖
. We do this by counting the number of zeroes of the coordinates

of M̃(x), and we get | degW | ≤ Cn. Then
(3.32)
|‖2θ − njα‖R/Z − ‖2ρ(α,A) −mα‖R/Z| ≤ ‖2θ− njα‖R/Z/10, for some |m| ≤ Cn.

This implies the following result.

Lemma 3.13. If θ has a resonance nj then there exists |m| ≤ C|nj | such that
‖2ρ(α,A) −mα‖R/Z < 2e−ǫ0m.

3.8. Proof of the Main Theorem in the case β = 0. Let B be the set of E ∈ Σ
such that (α, Sλ,E) is bounded, and R be the set of E ∈ Σ such that (α, Sλ,E) is
reducible. By Theorem 2.4, it is enough to prove that for every ξ ∈ R, µ = µλ,α,ξ
is such that µ(Σ \ B) = 0.

Notice that R \ B has only E such that (α, Sv,E) is analytically reducible to
parabolic. It follows that R\B is countable: indeed for any suchE there exists k ∈ Z

such that 2ρ(α, Sλ,E) = kα in R/Z. If E ∈ R, any non-zero solution Hλ,α,ξu = Eu
satisfies infn∈Z |un|2 + |un+1|2 > 0. In particular there are no eigenvalues in R, and
µ(R \ B) = 0. Thus it is enough to prove that µ(Σ \ R) = 0.

Let Km ⊂ Σ, m ≥ 0 be the set of E such that there exists θ ∈ R and a bounded
normalized solution Ĥλ,α,θû = Eû with a resonance 2m ≤ |nj | < 2m+1. We are

going to show that
∑

µ(Km) < ∞. By Theorem 3.3, Σ \ R ⊂ lim supKm. By the
Borel-Cantelli Lemma,

∑

µ(Km) <∞ implies that µ(Σ \ R) = 0.
To every E ∈ Km, let Jm(E) be an open ǫm = Ce−c2

m

neighborhood of E. This
is chosen so to have sup0≤s≤10ǫ−1

m
‖As‖0 ≤ eo(2

m) by (3.14). By Lemma 2.5,

(3.33) µ(Jm(E)) ≤ Ceo(2
m)|Jm(E)|,

where | · | is used for Lebesgue measure. Take a finite subcover Km ⊂ ∪rj=0Jm(Ej).
Refining this subcover if necessary, we may assume that every x ∈ R is contained
in at most 2 different Jm(Ej).

By Lemma 3.11, |N(Jm(E))| ≥ c|Jm(E)|2. By Lemma 3.13, if E ∈ Km then
‖N(E) − kα‖R/Z ≤ Ce−c2

m

for some |k| < C2m. This shows that N(Km) can

be covered by C2m intervals Ts of length Ce−c2
m

. Since |Ts| < C|N(Jm(E))| for
any s, E ∈ Km, there are at most 2C + 4 intervals Jm(Ej) such that N(Jm(Ej))
intersects Ts. We conclude that there are at most C2m intervals Jm(Ej). Then

(3.34) µ(Km) ≤
r

∑

j=0

µ(Jm(Ej)) ≤ C2meo(2
m)e−c2

m

,
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which gives
∑

m µ(Km) ≤ C.

Remark 3.2. In fact this argument shows that the set of energies for which the
cocycle is unbounded has Hausdorff dimension zero. By Theorem 2.5, this set
contains the set of energies where the spectral measures (and the integrated density
of states) are not Lipschitz.

4. The β > 0 regime

Our work on the case β > 0 starts with the idea of [AD] to prove absolute
continuity of the integrated density of states. There it is shown that for a ratio-
nal approximant, a large set of the spectrum can be selected where we have the
pointwise estimate

(4.1)
d

dE
Nλ,p/q ≤ (1 + o(1))

d

dE
Nλ,α,

as long as α is exponentially close to p/q, which easily implies that the absolutely
continuous part of dNλ,α has mass close to 1.

It seems a very hard problem to obtain pointwise estimates for the spectral
measures themselves, and for the moment we can not prevent

(4.2)
d

dE
µλ,p/q,θ ≥ (1 + ǫ)

d

dE
µλ,α,θ.

However, we are able to show that this can not happen for too many energies. The
idea is to show that such bad situation leads to improved estimates

(4.3)
d

dE
µλ,p/q,θ′ ≤ (1 − δ)

d

dE
µλ,α,θ′ ,

for some other θ′. Then, integrating on E, we conclude that if for some phase θ
the total mass of the absolutely continuous part is less than 1− ǫ then we can find
another θ′ for which the total mass of the absolutely continuous part is greater than
1 + δ, which is clearly impossible.

4.1. Proof of the Main Theorem assuming β > 0. Throughout this section,
we fix λ, α and θ, and we assume β > 0.

Let Y ⊂ Σλ,α and m̃ be as in Theorem 2.3. It is enough to prove that

(4.4)

∫

Y

d

dE
φ(m̃(θ, E))dE = 2π.

The hypothesis implies that

(4.5)

∣

∣

∣

∣

α− p

q

∣

∣

∣

∣

< e−(β−o(1))q

for arbitrarily large q. Fix some p/q with this property and q large.

For a fixed energy E, write A = A(λ,E), An = A
(λ,p/q,E)
n and Ãn = A

(λ,α,E)
n .

Let c = min{β/2,− lnλ/2}.
Let Xλ,p/q,θ be the set of E such that trAq(θ) = 2 cos 2πρ(θ) with 1/q2 < ρ(θ) <

1/2 − 1/q2.
The following plays the role of Lemma 3.1 of [AD].

Lemma 4.1. We have µλ,p/q,θ(Σλ,p/q,θ \Xλ,p/q,θ) ≤ 4/q.

Proof. We have dNλ,p/q,θ = 1
q

∑q−1
k=0 µλ,p/q,θ+kα and dNλ,p/q,θ(Σλ,p/q,θ \Xλ,p/q,θ) =

4/q2. �
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Lemma 4.2 ([AD], Lemma 3.2). We have

(4.6) |Σλ,p/q \ Σλ,α| ≤ e−(c−o(1))q.

In particular,

(4.7) |Xλ,p/q,θ \ Σλ,α| ≤ e−(c−o(1))q.

The following is the appropriate version of Lemma 3.3 of [AD] that we need.
Though the claim is formally different, since our set Xλ,p/q,θ is somewhat larger
than the set Xλ,p/q given in [AD], the proof is exactly the same.

If E belongs to the interior of Σλ,p/q,θ, let m(θ, E) be the fixed point of Aq(θ)
in H, as in §2.6.

Lemma 4.3. We have

(4.8) sup
E∈Xλ,p/q,θ

sup
x∈R

lnφ(m(x,E)) = o(q).

The analogous of Lemma 3.4 of [AD] holds again with same proof.

Lemma 4.4. We have µλ,p/q,θ(Xλ,p/q,θ \ Y ) = o(1).

It follows from Lemmas 4.1 and 4.4 that

(4.9)

∫

Xλ,p/q,θ∩Y

φ(m(θ, E))dE ≥ 2π − o(1).

We will need to estimate how well the cocycle can be compared with the rational
case. By Lemma 4.4, we haveA(θ+kα) = B(θ+(k+1)p/q)Rψ(θ+kp/q)B(θ+kp/q)−1

with ln ‖B(θ)‖ = o(q), by taking B(θ + kp/q) · i = m(θ + kp/q, E). We have
∏0
i=q−1 Rψ(θ+ip/q) = B(θ)−1Aq(θ)B(θ) = R±ρ(θ). The following is the appropriate

version of Lemma 4.1 of [AD]. Let b = [ec/10q].

Lemma 4.5. For 0 ≤ k < b we have ‖B(θ)−1Ãkq(θ)B(θ) −R±kρ(θ)‖ = O(e−cq/4).

Proof. Write

(4.10) Ãk(θ) =
0

∏

i=k−1

A(θ + iα) =
0

∏

i=k−1

B(θ + (i+ 1)p/q)QiB(θ + ip/q)−1.

Then ‖Qi − Rψ(θ+ip/q)‖ = O(e−(3c/2−o(1))q) for 0 ≤ i < bq. Thus Ãkq(θ) =

B(θ)QB(θ)−1 where Q =
∏0
i=kq−1 Qi satisfies ‖Q−R±kρ(θ)‖ = O(e−(c−o(1))q). �

We now diverge from [AD]. The cancellation mechanism will evolve along the
next four lemmas. The basis is an equality for periodic elliptic matrices in SL(2,R):

Lemma 4.6. Let c/d be a rational number which is not an integer multiple of 1/2,
and let z0 ∈ H. If B0 ∈ SL(2,R)

(4.11)
1

d

d−1
∑

k=0

φ(B0 ·Rck/d · z0) = φ(z0)φ(B0 · i).

Proof. Let Z ∈ SL(2,R) be a matrix taking i to z0. We want to estimate

(4.12)
1

d

d−1
∑

k=0

‖B0 · Rck/d · Z‖2
HS =

1

2
‖Z‖2

HS‖B0‖2
HS.
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By considering rotations, this is the same as showing
(4.13)

1

d

d−1
∑

k=0

‖
(

ν 0
0 ν−1

)

·Rx+ck/d·
(

ν′ 0
0 ν′−1

)

‖2
HS =

1

2
‖

(

ν′ 0
0 ν′−1

)

‖2
HS‖

(

ν 0
0 ν−1

)

‖2
HS,

for any x, ν and ν′. A direct computation gives

1

d

d−1
∑

k=0

‖
(

ν 0
0 ν−1

)

· Rx+ck/d ·
(

ν′ 0
0 ν′−1

)

‖2
HS =(4.14)

1

d

d−1
∑

k=0

ν2ν′2 + ν−2ν′−2 + (ν2 − ν−2)(ν′2 − ν′−2)(cos2 2π(x+ kc/d) − 1)

=
1

2
(ν2 + ν−2)(ν′2 + ν′−2),

since

(4.15)
1

d

d−1
∑

k=0

cos2 2π(x+ ck/d) =
1

d

d−1
∑

k=0

1 + cos 4π(x+ ck/d)

2
= 1/2.

�

Next we obtain an estimate on general elliptic SL(2,R) matrices:

Lemma 4.7. For every ǫ > 0 there exists δ > 0 such that if B0 ∈ SL(2,R) with
‖B0‖ < eδq, e−δq < ρ < 1/2 − e−δq, z0 ∈ H with φ(z0) < eδq and b0 > eǫq then as
q grows we have

(4.16)
1

b0

b0−1
∑

k=0

φ(B0 ·R±kρ · z0) > (1 − o(1))φ(z0)φ(B0 · i).

Proof. Let c/d, d ≤ b
1/2
0 maximal, be an approximant of ρ. It is enough to show

that

(4.17)
1

d

d−1
∑

k=0

φ(B0 ·R±kρ · z0) > (1 − o(1))φ(z0)φ(B0 · i).

Consider the points w′
k = B0 ·R±kc/d ·z0, wk = B0 ·R±kρ ·z0. Then distH(wk, w

′
k) =

o(1). It follows that it is enough to show that

(4.18)
1

d

d−1
∑

k=0

φ(w′
k) > (1 − o(1))φ(z0)φ(B0 · i).

This follows from Lemma 4.6. �

We now apply the previous estimates to the cocycle, using that it is well shadowed
by rotations by Lemma 4.5.

Lemma 4.8 (Cancellation along orbits, fixed energy). Let z ∈ H, E ∈ Xλ,p/q,θ. If
1 ≤ κ ≤ 2 is such that

(4.19) | lnφ(z) − lnφ(m(θ, E))| ≥ lnκ
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then

(4.20)
1

b

b−1
∑

k=0

φ(Ãkq(θ) · z) ≥ (
1 + κ2

2κ
− o(1))φ(m(θ, E)).

Proof. There are two cases to consider. If φ(z) is not eo(q), then by the previous

lemma, φ(Ãkq(θ) · z) is not eo(q) for 0 ≤ k ≤ b− 1 and

(4.21)
1

b

b−1
∑

k=0

φ(Ãkq(θ) · z) ≥ 2φ(m(θ, E)).

Assume now that φ(z) = eo(q). Set B0 = B(θ), z0 = B(θ)−1 · z, ρ = ρ(θ), b0 = b
in the previous lemma. Then

(4.22)
1

b

b−1
∑

k=0

φ(B(θ) · R±kρ(θ)B(θ)−1 · z) > (1 − o(1))φ(z0)φ(B(θ) · i).

We have B(θ) · i = m(θ, E). Moreover distH(z,m(θ, E)) ≥ lnκ (since lnφ is 1-
Lipschitz in the hyperbolic metric), so we also have distH(z0, i) ≥ lnκ. It follows
that φ(z0) ≥ (1 + κ2)/2κ, so we have

(4.23)
1

b

b−1
∑

k=0

φ(B(θ) · R±kρ(θ)B(θ)−1 · z) > (1 − o(1))
1 + κ2

2κ
φ(m(θ, E)).

We now notice that distH(B(θ) · R±kρ(θ)B(θ)−1 · z, Ãkq · z) = o(1) by Lemma 4.5

and φ(z) = eo(q), so (1 − o(1))φ(B(θ) ·Rkρ(θ)B(θ)−1 · z) ≤ φ(Ãkq · z), which gives

(4.24)
1

b

b−1
∑

k=0

φ(Ãkq · z) > (1 − o(1))
1 + κ2

2κ
φ(m(θ, E)).

�

This estimate can be applied to the case z = m̃(θ) and integrated to yield:

Lemma 4.9 (Cancellation along orbits, integrated version). For every ǫ > 0 there
exists δ > 0 such that if

(4.25)

∫

Xλ,p/q,θ∩Y

φ(m̃(θ, E)) < (1 − ǫ− o(1))2π

then

(4.26)
1

b

b−1
∑

k=0

∫

Xλ,p/q,θ∩Y

φ(m̃(θ + kα,E)) > (1 + δ − o(1))2π.

Proof. Let W ⊂ Xλ,p/q,θ∩Y be the set such that φ(m̃(θ, E)) < (1−ǫ/2)φ(m(θ, E)).
Then by (4.9)

(4.27)

∫

W

φ(m(θ, E)) > ǫπ − o(1).

Applying the previous lemma with z = m̃(θ, E) we get

(4.28)
1

b

b−1
∑

k=0

φ(m̃(θ+ kα,E)) > (1 + δ− o(1))φ(m(θ, E)), E ∈ Xλ,p/q,θ ∩ Y \W,
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(4.29)
1

b

b−1
∑

k=0

φ(m̃(θ + kα,E)) > (1 + δ − o(1))φ(m(θ, E)), E ∈W,

Integrating and using (4.9) we get

(4.30)
1

b

b−1
∑

k=0

∫

Xλ,p/q,θ∩Y

φ(m̃(θ + kα,E)) > (1 − o(1))2π + (δ − o(1))(ǫπ − o(1)).

�

The conclusion of this lemma being obviously impossible for q large, we must
have

(4.31)

∫

Xλ,p/q,θ∩Y

φ(m̃(θ, E)) > (1 − o(1))2π,

which implies (4.4) as q grows.
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