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Chapter 1

Introduction

By definition, to animate is to bring to life, in this case, to make a lifeless
object (a graphics model) move. Realistic animation of human motion is a
challenging task, firstly, because human movements can be quite complex
since joints have many degrees of freedom and, secondly, because people are
skilled at perceiving the subtle details of human motion. For example, people
are capable of recognizing friends at a distance purely from the way they walk
and can perceive personality and mood from body language. This implies
that synthetic human motion needs to be very accurate in order to appear
real.

1.1 Animation Techniques

The techniques for motion creation are usually divided into three basic cat-
egories: manual specification (key framing), motion capture and simulation
[1].

Key framing borrows its name from traditional hand animation and is, in
fact, very similar to it in the sense that, while computers reduce some of the
labor by automatically interpolating between frames, the animator has to
specify critical (or key) positions for the objects. This requires great training
and talent, since a characters usually have many controls (e.g, each of the
main characters of the movie Toy Story, which were animated in this fashion,
had more than 700 controls). The advantage of this method is that the artist
is able to control subtle details of the motion. Nevertheless, it is very hard
to make the characters look real.
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Motion Capture, is a process that transfers recorded movement to an
animated object. Because of the challenges regarding realistic animation, it
is the opinion of many researchers of the area that synthesis of realistic human
motion can only be made possible by an approach that makes extensive use
of data from the real world [2]. It this context, it has been quite appealing
for animators to used methods of copying the movements of real life objects
and Motion Capture technique are therefore largely used because they allow
synthesizing realistic human movement in real time.

The physically based approach, uses laws of physics to generate motion
through simulation and optimization. This technique is largely used, not
only for human motion, but also to animate fluids, fire, explosions, face and
hair. Simulation techniques supply physical realism, while MoCap allows for
natural looking motion. Currently, many applications merge both techniques
together in order to create models of human motion that are flexible and
realistic [2].

1.2 Abstraction Levels

In addition to the different techniques to developing animations, we can also
divide approaches by abstraction levels.

First, we can consider angle variations of each joint in time. This way,
motion can be interpreted as several signals varying in time - one for each
Degree of Freedom (DOF) of the character. From this perceptive, each DOF
is modeled independently and signal processing methods can be used to create
and edit motion.

The former approach is, nonetheless, very restrictive since it involves mod-
eling each joint dependently and does not consider physical constraints. This
leads to recurrent problems is the rendered motions, such physically impossi-
ble movements and other undesirable artifacts. One particularly distracting
artifact is when the characters feet move when they ought to remain planted,
a condition known as footskate. Hence, in order to control the movement of
the character as a whole, we have to consider some kind of structure model
approach. Many techniques use kinematic control and hierarchical modeling
in order to model connectivity between body parts.

In addition to kinematics, dynamic models can be used for a more high-
level control. This consists of specifying mass and force and applying laws of
physics in order to generate motion. This method is very useful to simulate
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physical phenomenons such as gravity, inertia and collisions.
Behavior control can also be used to further consider interaction between

the animated characters and the virtual world in which it is immersed. This
approach consists of define rules for the way an object behaves and interacts
and modeling responds to changes in the environment.

Finally, there are methods for simulating different styles. Human move-
ments often vary according to gender, sex, age, weight, etc. In addition,
motion is highly affected by mood. Therefore, in oder to generate realistic
motions it is important to models the “emotional” aspects for motion, such
as style and body language.

1.3 Overview

In this Technical Report, we study some of the most important topics of
research related to character animation. We discuss several previous and
point out new directions in the filed.
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Chapter 2

Leveraging Motion Capture
Data

Motion Capture (MoCap) is a technology that allows us to record human
motion with sensors and to digitally map the motion to computer-generated
creatures. MoCap is being largely used both by industry and academy be-
cause it guarantees natural and realistic results and is a cheap and fast (even
real-time) method.

However, by itself, MoCap is nothing more than a method for reproducing
acquired movements. Therefore, much effort has been, and is currently being,
put into extending the applications of MoCap data.

2.1 Motion Editing

There are many reasons that make editing captured motion extremely impor-
tant. Firstly, it is usually necessary to eliminate artifacts generated during
acquisition. Secondly, it is important to match time and space of computer
generated environments, overcome spatial constraints of capture studios and
allow for the existence of motions that would be extremely hard for an actor
to perform, such as the ones used in special effects. Finally, it is interesting
to be able to reuse motion data in different occasions. For example, given a
walking scene, it should be possible to generate a walk on an uneven terrain
or steeping over an obstacle.

Because there are many degrees of freedom animation and movements
can be quite complex, when developing such editing tools it is important to
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bear in mind not only efficiency but also simplicity. In this context, methods
that make use of signal processing techniques prove to be quite interesting
for motion editing. Works that have consider this approach include [3] and
[4].

Another interesting work in this area is [5], which aims at making the
motion more “animated” by adding effects of traditional animation (such as
anticipation, follow-through, exaggeration and squash-and-stretch) by filter-
ing the motion data with a Cartoon Animation Filter.

2.2 Motion Synthesize

In addition to editing, it is the interest of many researches in the field to
synthesize new streams of motion from previously acquired data and, there-
fore, be able to create new and more complex motions. Motion synthesis
strategies include constructing models of human motion [6, 7], interpolating
motion to create new sequences, and reordering motion clips employing a
motion graph [8].

Motions Graphs have been largely used to synthesize new motion and
there are many works that discuss methods for creating motions graphs with
greater conectivity [9] and selecting a good motion set with which to create
an efficient motion graph [10].

Another interesing work in this area is [11], where the authors propose
a method for synthesizing optimal or near optimal motions that include a
variety of behaviors in a single motion. They use a discrete optimization
approach and represent the desired motion as an interpolation of two time-
scaled paths through a motion graph.

2.3 Database Techniques

Since Motion Capture technology is becoming evermore widespread, motion
databases are now large, varied, and widely used. In this context, many reser-
aches have been studyng methos for organizing, processing, and navigating
such databases [12].

It is in the interest of several researches to discuss efficient ways to retrieve
a desired motion from a database. Several works [13, 14] use an example
motion and comepare it similar motion in a datapase.
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A different approach is to retrieve motion from a sall set of controls. A
work that persues this idea is [15], which use a motion graph to preprocess
the information and a small set of markers on a performer as control poitns.

Other important reseach topics in the area are dimensionality reduction
and database compression, motion segmentation and classification, and the
development of distance metrics in order to compare two different motions.
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Chapter 3

Animating in Style

As mentioned before, there is more to animating characters then simply
synthesizing natural and physically realistic motions. In truth, the style of a
motion often conveys more meaning than the underlying motion itself. Hence
many resent works in character animation involve understanding, modeling
and synthesizing stylistic motion.

In this chapters we present recent efforts of several researches of the filed
to incorporate style to motions. We will also discuss related topics such as
modeling of body language and motion variations.

3.1 Realism and Expressiveness

As previously mentioned, since we are constantly bombarded with images
of people moving about, we acquire a natural ability for recognizing and
evaluating human motion. This makes creating realistic human motion a
challenging task and suggests the study of methods for evaluating how real-
istic a given motion is.

Several of such works are refereed to in [16] include evaluating not only re-
alism [17], emotional content [18]. These investigations often involve insights
from the field of psychology that study human perception.

3.2 Motion Styles

One of the earliest works that discusses a high-level control over the style of
an animation is [19]. In this paper, the authors introduce the style machine,
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which is a statistical model that can generate new motion sequences in dif-
ferent styles by adjusting a small number of parameters. Style machines are
lerned from motion colections and can be used to generate new motion and
transfer style form one character to another.

The idea of transferring motion to new charaters has atracted the interest
of many reserches. In [20], Michal Gleicher presents a technique for adapting
a motion from one character to another. This method, referred to as retar-
getting is specially useful to reuse an animated motion that was captured or
synthesized for a character of a different hight, weight, age or gender.

In terms of stylistic retargetting, several approaches have been used in-
cluding [21, 22, 23, 24]. In [21] they . In [22] the authors present a system
that, with a focus on arm gestures, is capable of producing full-body gesture
animation for given input text in the style of a particular performer. In [23]
they introduce a system for editing animation data that is particularly well
suited to making stylistic changes. In [24] they presnt a semantic deformation
transfer that enables automatic transfer of new poses and animations.

Style information has also been used to add realism to movements that
are synthesized from physical simulations. In [25] the authors present a
control system that can reproduce a style in a new motion simulation, from
a reference motion that describes it.

Finally, the work [26] present an application of motion style to inverse
kinematics. They present a method for creating an inverse kinematics system
based on a learned model of human poses. Since since system is data driven,
it can create different styles of IK, depending of the training data.

3.3 Body Language

Another interesting subject of investigation in the context of high level char-
acteristics of human motion is body language. Body language is not only a
fundamental aspect of naturalist motion, but is also a very useful tool for
communication. Hence in order for characters to communicate and interact
in virtual environments it is important to model such gestures and body
motions.

In [27], a method for automatically synthesizing body language from input
speech signal is presented. The authors describe a method for modeling the
gesture formation process that can be used in real-time rendering and develop
and algorithm for creating animations from a live speech signal.
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Others applications of the study of body language include character recog-
nition. In [28] the authors show how an SVM based acoustic speaker ver-
ification system can be significantly improved in incorporating new visual
features that capture the speakers body language.

3.4 Motion Variations

While style is what differentiates between examples of the same behavior,
variations differentiate between examples of the same style. Varying motions
can be very useful in applications where an large number of characters are
being animated or when the character performs the same motion more than
once.

Previous works perform motion variation by adding noise, while more
recent investigations make use of previously acquired data sets and machine
learning techniques. A recent work that present a method to model and
synthesize variation in motion data is [29]. Given a few examples of a par-
ticular type of motion as input, they learn a generative model that is able
to synthesize a family of spatial and temporal variants that are statistically
similar to the input examples.

In addition, [30] presents a method to model style and variation of motion
data captured from different subjects performing the same behavior.
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Chapter 4

Controling and Simulating
Characters

Many recent works have investigated new are more efficient ways to synthe-
size human motions in interactive environments in real time. Applications of
this research include the control of characters in computer games, electroni-
cally mediated communications, and training simulations.

In such applications it is important to develop methods for fast and ac-
curate character responses.

4.1 Physics-Based Control

There are several works that, taking physics into account, develop controllers
to drive forward dynamic simulations.

In [31], the authors develop feedback laws based upon insights into bal-
ance and locomotion in order to controlling biped locomotion in real time. In
[32] a method for precomputing robust task-based control policies is used for
physically simulated characters in real time is presented. In [33] the authors
describe an analytic approach for the control of standing in simulations based
upon local optimization.

In [34] a constrained optimization problem is formulated at every time
step in order to synthesize motion in a dynamically varying environment.
In [35] a nonlinear probabilistic model of dynamic responses from very few
perturbed walking sequences is learned and then used to synthesize responses
and recovery motions under new perturbations.
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4.2 Control from MoCap

Simulated motions have the advantage of being physically realistic, but often
fail to convey stylistic, personality-rich human behaviors. Human ofter react
fluidly to changes in environment. For example, we and can gracefully avoid
unexpected moving obstacle while maintaining a walking speed and direc-
tion. Simulating such reaction in a high level of detail is quite difficult and
therefore several approaches for real time interactive character control make
use previous acquired MoCap data.

An example of this approach is [36], where the authors develop an opti-
mization method that transforms MoCap motion into a physically-feasible,
balance-maintaining simulated motion. The latter is then used to learn the
character’s control policy and dynamically simulate biped motion in real
time.

In [37] animations are generated by blending precaptured motion clips
using controllers to select the sequences of clips to achieve some goal. Near-
optimal controllers are computed for a MoCap data set using a low-dimensional
basis representation and used to generate a fluidly response to user control
and environmental constraints in real time.

In [38] short motion fragment are also assembled in order to create motion
streams in real time. Each fragment is calculated based on the previous
fragment and the user’s input and reinforcement learning methods are used
to precalculate fragment choices.

In [39], a new method for creating compact and efficient data-driven char-
acter controllers is presented.
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Chapter 5

Animating in Interactive
Environments

5.1 Environment Interaction

Making characters respond to environment changes has its own challenges.
Many of the works mentioned in the previous chapter approach not only the
problem of guarantying user control but also the problem of responding to
dynamical changes in the environment or unexpected perturbations.

Another interesting issue that is being investigated is how to make inter-
sections with objects. In several applications, it may be important to have
a character touch, hold, carry or kick or have other interactions with ob-
jects. An interesting work that approaches this problem is [40], where the
authors introduce an editing tool that allows creating intersections between
human motion and objects and considers complex cases that require precise
synchronization, such as juggling.

5.2 Human-Computer Interaction

In many applications, such as control of characters in computer games, elec-
tronically mediated communications, and training simulations and equipment
design (determining if controls can be comfortably accessed), it is important
for users to be able to control motion in real time.

With this objective, researchers have not only investigated new ways of
automatically synthesizing motions that respond to control specifications im-
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mediately (see Chapter 4) but also new ways for users to specify constraints.
An interesting work that addresses this problem in [15], which used Mo-

Cap data input. In this work, the authors describe a method for creating
motion from only a small set of markers using a database of previously cap-
tures motion sequences and a motion graph.

In other application that do not require real time responses (such as
creating animation sequences for storytelling), it is also important to create
intuitive interfaces for describing motion.

A computer-user interface that is currently very popular is the sketch-
based. With all the available hardware for generating sketch (iPhone, iPad,
iTable, etc...) is it becoming evermore easy to use sketch as as input device.
In addition sketch is much more intuitive for specifying motions than deter-
mining control points. Works that use sketch include [11] nad [41], where
the user specifies the motion by sketching a path of the character through
the environment in addition to other constraints.

Other works have used sketch as a way of determining keyframes. In [42]
and [43] 3D articulate body animations are synthesized from 2D keyframe
sketches. The idea behind such approaches is to leverage hand animators’
abilities.
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Chapter 6

Editing with Rythm

Several human motions, such as locomotion and dance, follow rhythmic pat-
terns and the study of such patterns has many interesting applications.

In [44] the authors define motion beat as a regular rhythmic unit of time
for a motion and describe a method for capturing them from a set of basic
movements. With this information, they are able to synthesize new motions
using a motion graph on an on-line manner, which are synchronized with an
input audio signal. Another work that has proposed a different method for
inducing the motions beats is [45], which uses a short-term PCA.

Other works have used audio to guide motion synthesis. In [46] the au-
thors introduce a method for synchronizing motion to perceptual cues ex-
tracted from music using music analysis techniques. A different approach is
[47], where MoCap is used to acquire dance movements that are performed
on a background music and the music information is used to annotate the
data.

Another interesting research topic is the inverse problem, i.e., motion-
guided music composition. Some previous works, such as [48], have ad-
dressed this issue, but used only a couple of low level commands to generate
simple audio results. A resent work [49] has suggested the use of a measure-
synchronous motion graph to guide the composition of a full song, indicating
this is an interesting topic for further investigations.
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Popović. Style-based inverse kinematics. ACM Trans. Graph.,
23(3):522–531, 2004.

[27] Sergey Levine, Christian Theobalt, and Vladlen Koltun. Real-time
prosody-driven synthesis of body language. In SIGGRAPH Asia ’09:
ACM SIGGRAPH Asia 2009 papers, pages 1–10, New York, NY, USA,
2009. ACM.

[28] Christoph Bregler, George Williams, Sally Rosenthal, and Ian Mc-
Dowall. Improving acoustic speaker verification with visual body-
language features. In Proc. IEEE ICASSP. IEEE, 2009.

[29] Manfred Lau, Ziv Bar-Joseph, and James Kuffner. Modeling spatial
and temporal variation in motion data. In SIGGRAPH Asia ’09: ACM
SIGGRAPH Asia 2009 papers, pages 1–10, New York, NY, USA, 2009.
ACM.

[30] Wanli Ma, Shihong Xia, Jessica Hodgins, Xiao Yang, Chunpeng Li, and
Zhaoqi Wang. Modeling style and variation in human motion. In SCA
’10: Proceedings of the 2010 ACM SIGGRAPH/Eurographics Sympo-
sium on Computer Animation, New York, NY, USA, 2010. ACM.

[31] KangKang Yin, Kevin Loken, and Michiel van de Panne. Simbicon:
Simple biped locomotion control. ACM Trans. Graph., 26(3):Article
105, 2007.

[32] Stelian Coros, Philippe Beaudoin, and Michiel van de Panne. Robust
task-based control policies for physics-based characters. In SIGGRAPH
Asia ’09: ACM SIGGRAPH Asia 2009 papers, pages 1–9, New York,
NY, USA, 2009. ACM.

[33] Yeuhi Abe, Marco da Silva, and Jovan Popović. Multiobjective control
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